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| Jurnal 1 | |
| Judul | **A Hybrid Deep Learning Model Using CNN and K-Mean Clustering for Energy Efficient Modelling in Mobile EdgeIoT** |
| Penulis | (Bisen *et al.*, 2023) |
| Tahun | (2023) |
| Hasil dan Pembahasan | 1. Pembentukan Cluster Hemat Energi dalam Mobile Edge Computing:   Pada penelitian ini mengusulkan algoritme baru (E-CFSA) untuk pembentukan cluster hemat energi di MEC. Ini menggabungkan jaringan saraf konvolusi (CNN) untuk pembagian tugas dan metode k-means yang dimodifikasi untuk pemilihan kepala cluster dengan redundansi untuk mengurangi overhead reclustering.   1. Pembelajaran Mesin untuk Penggunaan Energi Optimal:   Penelitian ini juga memperkenalkan model hibrida yang menggunakan pembelajaran mesin (CNN) untuk mengoptimalkan konsumsi energi di MEC dengan membuat keputusan efisien tentang transfer data dan alokasi tugas.   1. Meningkatkan Stabilitas Cluster di Jaringan MEC:   Studi ini membahas tantangan dalam mempertahankan cluster yang stabil di MEC karena seringnya perubahan lokasi. Ini mengusulkan metode menggunakan CNN dan clustering k-means yang dimodifikasi untuk memastikan pemilihan kepala cluster yang tepat dan mengurangi reclustering.   1. E-CFSA vs. Algoritma K-Mean yang Ada:   Penelitian ini membandingkan algoritme E-CFSA baru dengan pendekatan tradisional (WCA dan AB-SEP) untuk pembentukan cluster di MEC. Hasilnya menunjukkan bahwa E-CFSA mencapai kinerja yang lebih baik dalam hal konsumsi energi, overhead, pengiriman paket, dan throughput.   1. Fitur Utama E-CFSA:   Pendekatan ini menggabungkan CNN untuk pembagian tugas dan metode k-means yang dimodifikasi dengan kepala cluster redundan untuk mencapai efisiensi energi dan mengurangi overhead reclustering di jaringan MEC. |
| Kesimpulan Penelitian | Algoritma E-CFSA mencapai kinerja yang lebih baik dalam hal konsumsi energi, overhead, pengiriman paket, dan throughput. |

|  |  |
| --- | --- |
| Jurnal 2 | |
| Judul | **K-Means Cluster Analysis for Image Segmentation** |
| Penulis | (Aqil Burney, Karachi and Humera Tariq, 2014) |
| Tahun | (2014) |
| Hasil dan Pembahasan | * Studi pada jurnal ini berfokus pada pemilihan ruang warna yang optimal untuk segmentasi gambar menggunakan K-Means. * studi ini membandingkan performa K-Means di kedua ruang warna RGB dan Lab\*. * Penelitian ini menyelidiki efektivitas K-Means dalam segmentasi gambar * Mereka membandingkan kinerja K-Means dalam ruang warna RGB dan Lab\* dengan jumlah cluster yang berbeda (2, 3, dan >3). * dan temuan menunjukkan bahwa Lab\* memberikan hasil yang lebih baik, dengan akurasi segmentasi yang lebih tinggi dibandingkan dengan RGB. * Hasilnya menunjukkan bahwa K-Means bekerja lebih baik dalam ruang warna Lab\* dibandingkan dengan RGB, dengan akurasi model antara 30% hingga 65% di Lab\* dan 30% hingga 55% di RGB. * K-Means dan Ruang Warna Lab Lebih Unggul untuk Segmentasi Gambar. |
| Kesimpulan Penelitian | K-Means bekerja lebih baik dalam ruang warna Lab\* dibandingkan dengan RGB, dengan akurasi model antara 30% hingga 65% di Lab\* dan 30% hingga 55% di RGB. |

|  |  |
| --- | --- |
| Jurnal 3 | |
| Judul | **K-mean clustering and local binary pattern techniques for automatic brain tumor detection** |
| Penulis | (Baji, Abdullah and Abdulsattar, 2023) |
| Tahun | (2023) |
| Hasil dan Pembahasan | * pada jurnal ini menggunakan algoritma K-mean untuk memilih bagian cluster yang tepat untuk menggambarkan tumor, * Teknik ini diuji pada 30 gambar MRI, mencapai tingkat akurasi sebesar 87%, menunjukkan efektivitasnya dalam deteksi tumor otak. * dalam jurnal ini menganalisis pengaruh cluster gambar yang berbeda. Setiap cluster kemudian dipecah menjadi bagian kiri dan kanan. Setelah itu, fitur tekstur digambarkan pada setiap bagian. Selanjutnya, ukuran simetri bilateral diterapkan untuk memperkirakan cluster yang berisi tumor. Terakhir, pelabelan komponen terhubung digunakan untuk menentukan kelompok target untuk deteksi tumor otak. Teknik yang dikembangkan diterapkan pada 30 gambar MRI. Akurasi yang menggembirakan diperoleh sebesar 87%. |
| Kesimpulan Penelitian | Algoritma K-mean yang dikembangkan diterapkan pada 30 gambar MRI. Akurasi yang menggembirakan diperoleh sebesar 87%. |

|  |  |
| --- | --- |
| Jurnal 4 | |
| Judul | **Clustering Monovarietal Extra Virgin Olive Oil According to Sensory Profile, Volatile Compounds, and k-Mean Algorithm** |
| Penulis | (Cecchi *et al.*, 2022) |
| Tahun | (2022) |
| Hasil dan Pembahasan | * Penelitian pada jurnal ini tentang pengelompokkan Minyak Zaitun Monovarietas berdasarkan Profil Sensori, minyak zaitun extra virgin monovarietas (EVOO) dengan karakteristik sensori dan kimiawi yang serupa. * pengelompokan data pada penelitian ini menggunakan algoritma K-Mean untuk clustering. * dihipotesiskan bahwa sampel darisuatu kultivar terletak dalam satu cluster, sedangkan sampel non-monovarietal berada ditempatkan secara acak dalam kelompok yang berbeda. * Penelitian ini menganalisis 46 EVOO dari varietas zaitun tunggal dan sekelompok minyak campuran varietas. * Peneliti menemukan dua kelompok berbeda: satu kelompok berisi semua sampel monovarietas dan kelompok lainnya berisi minyak dengan varietas campuran yang tersebar di kedua kelompok. * Deskripsi sensori dan senyawa volatil spesifik adalah faktor utama yang membedakan kelompok, menunjukkan varietas zaitun yang berbeda. |
| Kesimpulan Penelitian | * Peneliti menemukan dua kelompok berbeda: satu kelompok berisi semua sampel monovarietas dan kelompok lainnya berisi minyak dengan varietas campuran yang tersebar di kedua kelompok. |

|  |  |
| --- | --- |
| Jurnal 5 | |
| Judul | **Text Clustering using K-MEAN** |
| Penulis | Chaman Lal1,2, Awais Ahmed1,Reshman Siyal3, Suresh Kumar Beejal3,Shagufta Aftab3,Arshad Hussain2 |
| Tahun | (2021) |
| Hasil dan Pembahasan | * Penelitian ini mengelompokkan Lagu Kebangsaan Pakistan - Studi Kasus Analisis Teks Pendek * Penelitian ini membahas tantangan dalam menerapkan teknik pengelompokkan dokumen ke teks pendek dalam bahasa dengan sumber daya terbatas (seperti bahasa Urdu, bahasa lagu kebangsaan Pakistan) * Eksperimen ini menggunakan lagu kebangsaan Pakistan sebagai studi kasus dan menggunakan pengelompokkan K-Means dengan fitur TF-IDF untuk mencapai pengelompokkan tematik. * Dengan berfokus pada lagu kebangsaan Pakistan, penelitian ini mengeksplorasi kelayakan penggunaan pengelompokkan K-Means dengan fitur TF-IDF untuk mengelompokkan konten serupa di dalam lagu kebangsaan. |
| Kesimpulan Penelitian |  |

|  |  |
| --- | --- |
| Jurnal 6 | |
| Judul | **Study and Implementing K-mean Clustering Algorithm on English Text and**  **Techniques to Find the Optimal Value of K** |
| Penulis | Naeem, Sajid. Wumaier, Aishan |
| Tahun | (2018) |
| Hasil dan Pembahasan | * Pada jurnal ini membahas cara pengoptimalan nilai k pada algoritma k-mean dalam mengolah data text Bahasa inggis * Di Kesimpulan pada jurnal percobaan itu dialami dengan jelas bahwa selain itu ambiguitas dalam nilai True K, k-means juga tinggidipengaruhi oleh pemilihan pusat massa awal, outlier dan noise,prapemrosesan dan dimensi tinggi (data cadangan besar) karena dalam clustering dokumen hasil akhir clustering adalah sangat terpengaruh oleh langkah prapemrosesan itu. Banyak peneliti seperti di [50] telah dirinci lebih baik menggunakan reduksi dimensi meskipun langsung menerapkan k-means in data berdimensi tinggi dan dapat menggunakan PCA (principle komponen analisis) untuk reduksi dimensi. * Nilai K yang sebenarnya sebagian besar dapat dimengerti sementara secara otomatis memilih nilai yang sesuai untuk k adalah hal yang sulit masalah algoritmik. K yang sebenarnya menunjukkan kepada kita berapa banyak cluster harus dibuat dalam kumpulan data kami tetapi K ini sering terjadi ambigu tidak ada jawaban khusus untuk pertanyaan ini sementara banyak varian k-means disajikan untuk memperkirakannya nilai |
| Kesimpulan Penelitian | * Nilai K yang sebenarnya sebagian besar dapat dimengerti sementara secara otomatis memilih nilai yang sesuai untuk k adalah hal yang sulit masalah algoritmik. K yang sebenarnya menunjukkan kepada kita berapa banyak cluster harus dibuat dalam kumpulan data kami tetapi K ini sering terjadi ambigu tidak ada jawaban khusus untuk pertanyaan ini sementara banyak varian k-means disajikan untuk memperkirakannya nilai |

|  |  |
| --- | --- |
| Jurnal 7 | |
| Judul | Data Hiding by Unsupervised Machine Learning Using Clustering K-mean Technique |
| Penulis | Hiba Hamdi Hassan1, Maisa'a Abid Ali Khodher2 (Department of Computer Science, University of Technology, Baghdad, Iraq) |
| Tahun | (2021) |
| Hasil dan Pembahasan | * Artikel kali ini membahas tentang steganografi yang dapat digunakan sebagai metode pembelajaran mesin, ini menyarankan metode baru untuk menyembunyikan data dengan menggunakan mesin tanpa pengawasan pembelajaran (pengelompokan algoritma k-mean). * Sistem ini menggunakan data tersembunyi yang dimasukkan ke dalam gambar sampul terdiri dari tiga langkah: langkah pertama membagi gambar sampul menjadi tiga clustering yang lebih kontras dengan menggunakan cluster k-means, teks atau gambar dipilih untuk dikonversi ke biner dengan menggunakan ASCII kode, langkah ketiga menyembunyikan pesan biner atau gambar biner pada gambar sampul dengan menggunakan sekuensial metode LSB. Setelah itu, sistem diimplementasikan |
| Kesimpulan Penelitian | * Tujuan dari sistem yang disarankan diperoleh, menggunakan Pembelajaran Mesin Tanpa Pengawasan (teknik K-mean) untuk mengirimkan informasi sensitif dengan aman tanpa khawatir tentang serangan man-in-the-middle diusulkan. Metode ini ditandai dengan keamanan dan kapasitas tinggi. Melalui evaluasi, sistem menggunakan PSNR, MSE, Entropy, dan Histogram untuk menyembunyikan pesan rahasia dan gambar rahasia dalam domain spasial pada gambar sampul. |

|  |  |
| --- | --- |
| Jurnal 8 | |
| Judul | Implementation of TF-IDF Algorithm and K-mean Clustering Method to Predict Words or Topics on Twitter |
| Penulis |  |
| Tahun | (2021) |
| Hasil dan Pembahasan | * Dalam tulisan ini, penulis mengelompokkan data tweet dengan algoritma TF-IDF dan Metode K-Mean menggunakan bahasa pemrograman python. * Hasil clustering data tweet menunjukkan prediksiatau mungkin topik pembicaraan yang sedang banyak dibicarakan oleh netizen. Akhirnya data tersebut dapat digunakan untuk membuat keputusan yang memanfaatkan sentimen masyarakat terhadap suatu peristiwa melalui media sosial seperti Twitter. |
| Kesimpulan Penelitian | Hasil clustering data tweet menunjukkan prediksiatau mungkin topik pembicaraan yang sedang banyak dibicarakan oleh netizen. Akhirnya data tersebut dapat digunakan untuk membuat keputusan yang memanfaatkan sentimen masyarakat terhadap suatu peristiwa melalui media sosial seperti Twitter. |